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RESUMEN: Este trabajo plantea dos hipdtesis para reflexionar sobre el papel de la inteli-
gencia artificial (IA) desde una mirada platénica. La primera hipétesis propone que una
red neuronal profunda ideal —entrenada con una cantidad infinita de datos que abarque
todo el conocimiento objetivo del mundo— podria formar parte del Mundo de las Ideas
de Platédn. Estos sistemas ya estan generando representaciones, como jugadas de ajedrez,
que los seres humanos no logramos comprender. Por eso, se sugiere que los modelos de
aprendizaje automatico, gracias a su capacidad de crear representaciones del mundo sen-
sible, pueden considerarse una sombra aproximada de las Ideas platénicas, ofreciéndonos
una nueva manera de pensar la relacién entre lo visible y lo inteligible. La segunda hipote-
sis, de indole mas practica y critica, surge como consecuencia de la anterior. En particular,
advierte sobre los riesgos del contenido generado por estas inteligencias artificiales, es-
pecialmente cuando se crean imagenes y textos desde una intencionalidad negativa. Si el
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214 EDUARDO C. GARRIDO-MERCHAN

arte, para Platon, ya era una copia de lo real —una sombra en la Caverna—, entonces los
contenidos generados por IA serfan una “sombra de esa sombra”: un Segundo Nivel de
la Caverna. En este escenario, podriamos estar cada vez mas atrapados en una Caverna
Digital, viendo representaciones cada vez mas alejadas de la verdad, sin darnos cuenta de
gue hemos dejado de mirar la realidad.

PALABRAS CLAVE: Inteligencia artificial, Platon, aprendizaje profundo, mito de la caverna.

ABSTRACT: This work explores two hypotheses regarding the role of artificial intelligence
from a Platonic perspective. The first proposes that a utopian deep neural network —tra-
ined on an infinite amount of data encompassing all objective knowledge of the world—
could have its place within Plato’s World of Ideas. These systems are already generating
representations, such as chess strategies, that humans cannot comprehend. Therefore, it
is suggested that machine learning models, thanks to their capacity to generate repre-
sentations of the sensible world, can be considered an approximate shadow of Platonic
Ideas, offering us a new way of thinking about the relationship between the visible and
the intelligible. The second hypothesis, more practical and critical in nature, follows from
the first. It warns of the risks posed by content generated by such artificial intelligences,
especially when images and texts are created with negative intent. If art, for Plato, was
already a copy of reality —a shadow in the Cave— then Al-generated content would be
a “shadow of that shadow": a Second Level of the Cave. In this scenario, we may find
ourselves increasingly trapped in a Digital Cave, perceiving representations ever further
from the truth, without realizing that we have stopped looking at reality itself.
KEYWORDS: Artificial Intelligence, Plato, Deep Learning, The Parable of the Cave.

1. INTRODUCCION

El alcance epistémico de la tecnologia y ciencia actuales es un subconjun-
to de la realidad ontolégica trascendente a nuestro entendimiento antro-
poldgico (Copleston, 2003; Blanco, 2022). La pregunta por el Sentido, la
subjetividad, la consciencia fenoménica de Ned Block, o el Ser en cuanto
Ser aristotélico, son preguntas cuya verdad solo puede, si cabe, ser reducida
estéticamente por la fenomenologia relativa al individuo. En cualquier caso,
las fronteras de la ciencia, debido a su actual metodologia, excluyen para
nuestro entendimiento racional, que no intuitivo, estas realidades, que se
perciben en el plano fenomenoldgico. Es por ello verosimil, o al menos no
refutable empiricamente, incluir en una ontologia cosmolégica la hipdtesis
de una realidad trascendente al mundo sensible. Por ejemplo, la teoria meta-
fisica del Mundo de las Ideas de Platon (Annas, 1981; Fraile, 1997).

Por desgracia, ni el discipulo de Sécrates ni la escuela Pitagérica pudieron
hacer hipotesis sobre la existencia o comprender la teoria probabilista (De-
Groot y Schervish, 2012) sobre los modelos de aprendizaje automatico (Mur-
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phy, 2012). La pertinencia de contemplar estos objetos matematicos segun
la ontologia platénica, al estilo de la inclusién en la jerarquia platénica de
la programacion orientada a objetos (Tylman, 2018), es critica, ya que estos
modelos, al ser implementados en un ordenador, son capaces de generar
nuevas teorias fisicas no alcanzables por una mera epistemologia humana
(Karagiorgi et al., 2022), validar teoremas matematicos (Bridge, 2010) o ge-
nerar funciones matematicas (Rasmussen, 2003) mediante el estudio de los
datos del mundo sensible.

En este articulo se estudian dos hipdtesis. La primera consiste en que un
modelo utdpico de capacidad potencialmente infinita entrenado con la tota-
lidad de la informacion objetiva del mundo sensible es una aproximacion al
concepto de Idea platénica y tiene, por tanto, cabida en la metafisica de Pla-
tdn en un lugar inmediatamente inferior al de la Idea. Dado el potencial de
la manifestacion fisica de esta red neuronal en el mundo sensible y una mala
intencionalidad, el articulo aborda como repercusiéon inmediata de la tesis
presentada la hipdtesis de que los contenidos generados por esta red pue-
den introducir a los individuos en una suerte de Caverna Digital de Platén,
donde el contenido generado por la red seria una sombra de la representa-
cion digital del mundo sensible, los datos de entrenamiento. Dado que estos
datos de entrenamiento serian a su vez una sombra de la realidad, los datos
generados por la IA serian una sombra de las sombras, un segundo nivel de
la Caverna Digital que haria que el individuo atrapado en la misma tuviera
mas dificil que nunca su ascensién al Bien, ya que estas sombras ademas
estan optimizadas para atraparle y dados los nuevos avances en realidad vir-
tual y aumentada que podrian inhibir del resto de estimulos. Resumimos las
implicaciones que se exponen en este articulo en la Tabla 1 para una mayor
claridad de los argumentos expuestos y debatidos en este articulo.

TasLA 1
C Escuela de _
Implicacién Légica . Conocimiento Notas
Pensamiento
Una red neuronal puede  Realismo Epistemolégico  Fundamento para
aproximar cualquier Matematico implicaciones
funcion dada una arqui- subsecuentes.

tectura correcta y datos
densos (Teorema del
Aproximador Universal).
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C e Escuela de .

Implicacién Légica . Conocimiento Notas
Pensamiento

Si los datos reflejan la Realismo Ontolégico Extiende el
distribucién objetiva del Platénico teorema a una
universo, la red neuronal escala universal.
puede aproximar esta
distribucion con error
minimo.
Las redes neuronales Realismo Ontolégico Las Ideas son
pueden aproximar Platdnico aproximadas
cualquier subconjunto asintdticamente,
de la distribucion uni- no alcanzadas
versal, incluidas las Ideas completamente.
platénicas de conceptos
matematicos y leyes.
Las redes neuronales ocu- Idealismo Ontolégico Resalta las
pan un lugar inferior a las  Platonico limitaciones de las

Ideas Platonicas al reducir
conceptos universales a
aproximaciones.

Las redes neuronales

no pueden aproximar
informacion subjetiva,
reduciendo asf su alcance.

Las redes neuronales
entrenadas con datos
objetivos podrian ser
usadas para crear una
“Caverna Digital".

La “Caverna Digital” es
un segundo nivel de la
Caverna, donde el primer
nivel representa los datos
objetivos usados para el
entrenamiento.

Las redes neuronales
avanzadas representan
un riesgo mayor que
artefactos previos al
optimizar la adiccion a
contenidos, alejando aun
mas del “Bien”.

Escepticismo
Epistemolégico

Alegoria
Platénica de la
Caverna

Alegoria
Platénica
de la Caverna

Realismo Etico
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Epistemoldgico

Ontolégico

Epistemoldégico

Epistemoldgico

redes al modelar
Ideas subjetivas o
universales.

Discute la incapa-
cidad de capturar
dimensiones sub-
jetivas.

Describe el peligro
de manipular
verdades objetivas
para crear
ilusiones.

Distingue

entre niveles de
manipulacién y
abstraccion.

Vincula el mal uso
de la 1A con riesgos
éticos e impacto
social.
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2. ESTADO DEL ARTE SOBRE FILOSOFIA ANTIGUA Y FILOSOFIA DE
LA IA

Dada la enorme repercusion que la IA puede tener en la sociedad y su rol
en el universo que nos rodea esta ha sido estudiada en profundidad por la
filosofia en libros que muestran una introduccion global a la filosofia de la
IA (Copeland, 1993; Carter, 2007) y también en articulos especificos de IA y
filosofia en general (Mueller, 2012; Zhang, 2022). En esta seccion vamos a
limitar el alcance a la interseccion entre filosofia antigua e ideas de filosofia
medieval relacionada con la IA para una mayor coherencia con el tema del
que se ocupa este articulo.

La alegoria de la caverna ya ha sido usada con anterioridad en lo respectivo
a la IA (Karpouzis, 2024). Sin embargo, se ha usado para examinar como los
sistemas de |IA generativa, al ser entrenados con datos culturalmente ses-
gados, pueden perpetuar y amplificar estos sesgos. Se usa la alegoria de la
Caverna de Platébn como marco para discutir las limitaciones en la represen-
tacion y percepcion de la realidad en contextos digitales.

El clasico problema mente-cerebro y su conexiéon con la IA a través del pro-
blema filoséfico de los universales ha sido explorado usando conceptos pla-
ténicos para aportar una visién sobre la inteligencia humanay la inteligencia
exhibida por las respuestas producidas por los modelos de aprendizaje pro-
fundo, con sus similitudes y diferencias (Mary, Ross y Arun, 2024). Y una di-
ferencia radica en que los sistemas clasicos de IA se limitaban a replicar una
representacion objetiva de nuestro entorno, lo cual en el caso de la IA clasica
ya se asemejaba a la Caverna de Platén (Weinberger, 1988). La diferencia
es gue en este articulo se va a abordar no la IA clasica que usaba motores
de reglas e inferencia légica sino aprendizaje profundo con redes neurona-
les que guarda una mayor semejanza con la estadistica computacional. Se
vera sin embargo como en el caso del aprendizaje profundo el concepto de
sombra se aplica de forma maés precisa que en este articulo pues el conte-
nido sera aproximado. Esta aproximaciéon produce sesgos culturales, lo cual
sin embargo si se ha estudiado bajo una perspectiva platonica (Karpouzis,
2024), ya que pueden tener repercusiones negativas sobre colectivos mino-
ritarios que podran ser percibidos por los consumidores de contenido gene-
rado por IA con mayores estereotipos, al perpetuarse esta informacion en el
contenido generado por IA. Esto provocaria que se aumentara su potencial
vulnerabilidad y exclusion social por el colectivo dominante carente de valo-
res inclusivos.
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Es pertinente saber que, curiosamente, las raices de la IA se hallan en los
principios l6gicos aristotélicos (Adidi, 2024), en la logica de primer orden,
gue mas adelante serad generalizada en forma probabilista a modelos gra-
ficos probabilistas que usan los axiomas de Kolmogorov bajo los cuales se
puede interpretar a los modelos de aprendizaje profundo como variables
aleatorias pertenecientes al aprendizaje automético probabilista (Murphy,
2012). Motivo por el cual este estado del arte tiene importancia especial, ya
gue refleja que el pensamiento computacional comenzé a desarrollarse en la
época de Platén y Aristételes, por el descubrimiento de la l6gica de primer
orden.

Dentro del andlisis de la filosofia antigua, encontramos también a los auto-
matas de Hefesto, como ejemplos de cogniciéon extendida e IA, lo que impli-
ca que la mente humana no se limita al cerebro, sino que se podria ampliar
al estilo de la mente extendida de David Chalmers a través de la interaccion
con objetos y el entorno (Lather, 2018).

El mundo de las Ideas de Platén se ha visto también analizado y complemen-
tado como en este articulo dado el avance de la computacion y la hipotesis
de la simulacion dentro de la metafisica. Por ejemplo, se amplia el alcance
del platonismo al introducir el concepto de un “ordenador platénico” en
la teorfa de la meta-computacion, que residiria en el reino de las Formas
(Duan, 2022), donde serfa una suerte de meta-consciencia, entendida como
la capacidad infinita de concebir, percibir y ser autoconsciente, generando
las realidades fisicas y abstractas a través de esta computacion digital.

La relacién entre lo humano, la consciencia, y la 1A, en perspectiva platéni-
ca o en la de sus precursores, se encuentra presente en mas literatura. Por
ejemplo, se ha estudiado el por qué la interioridad humana en clave de San
Agustin puede llegar a ser consciente de Dios y su fenomenologia en con-
traste con los sistemas que implementan modelos basados en aprendizaje
profundo de 1A, que pese a procesar grandes volimenes de informacién, al
ser meros procesadores, no perciben toda la realidad subjetiva del ser huma-
no, sino solo la sombra objetiva de los mismos (Lumbreras y Garrido-Merchan,
2024).

Haciendo una analogia de Dios con el Bien platdnico, el argumento se puede
trasladar perfectamente a la metafisica platdnica. Para un analisis mas deta-
llado y riguroso del por qué la consciencia fenoménica, que se atribuye al ser
humano y por el cual es consciente del espacio de qualia o mundo subjetivo
que incluye a la interioridad, no es adscribible al sustrato no biolégico o a
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las maquinas que implementan modelos basados en aprendizaje reforzado
profundo, recomendamos revisar este articulo (Garrido-Merchan, 2024), en
el que se muestra como los avances publicados bajo consciencia artificial o
de maquina pueden ser vistos como una suerte de pseudo-ciencia, al ser la
consciencia una propiedad subjetiva y relativa al individuo, en palabras de
Searle (Searle, 2002), no es algo medible usando el método cientifico, lo que
bajo una concepcion de la ciencia, segun Popper, deja a teorias como la in-
formacion integrada o la teoria del espacio de trabajo global sin validez cien-
tifica estricta, al no ser falsables bajo contrastes de hipdtesis (Popper, 1963).

Del mismo modo, la independencia entre la subjetiva consciencia fenomé-
nica atribuible al ser humano, y la objetiva inteligencia computacional que
puede ser medida como resultado del comportamiento externo atribuido a
un agente se argumenta con evidencia tedrica y empirica en este articulo
(Garrido Merchan y Lumbreras, 2023), que detalla como el mito tan popular
de ciencia ficcion y en el transhumanismo, que establece que la consciencia
es una propiedad emergente en un sistema una vez sobrepasado un um-
bral de inteligencia demostrado con un comportamiento externo (Merchan,
2022), no tiene validez cientifica, siendo imposible de demostrar.

Con respecto al concepto de creatividad y generacién de contenido por la
IA, (Miranda, 2020) propone una nueva perspectiva sobre la creatividad fi-
losofica en la era de la IA, argumentando que la IA no solo replica patrones
existentes, sino que también puede participar en procesos creativos que de-
safian las concepciones tradicionales del conocimiento y la realidad.

Toda la informacion previa ilustrada en la literatura es clave para poder de-
mostrar cémo los modelos entrenados con algoritmos de aprendizaje auto-
matico profundo, pese a representar de forma simplificada el mundo que
nos rodea (LeCun, Bengio y Hinton, 2015), son una aproximacion reduccio-
nista objetiva de solo una pequefia parte del mismo que no puede enten-
der el qualia asociado a la informacion objetiva (Garrido-Merchan y Blanco,
2022) y por tanto una sombra de las sombras que ya existian en el Mito de
la Caverna de Platén.

Como advierten filésofos de primera categoria en filosofia de la tecnologia
como Floridi (Floridi, 2014), la IA no debe entenderse meramente como una
herramienta técnica, sino como una forma de pensar una vez mas sobre la
ontologia de la realidad, lo que resuena con la nocién platénica de trans-
formacion del mundo inteligible y hace pertinente este articulo. También,
segun otro autor popular como es Nick Bostrom (Bostrom, 2017), una su-
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perinteligencia, como la derivada por un agente auténomo entrenado por
aprendizaje por refuerzo, que use una o varias redes neuronales para su poli-
tica y estimacién de funciones de valor, podria desarrollar formas de razona-
miento y comprensiéon radicalmente ajenas a las humanas, lo cual supondria
una brecha cognitiva comparable a la que existe entre el ser humano y
otros animales. Esto ya se ha visto, de hecho, en las estrategias de ajedrez
emergentes de estos sistemas con esta metodologia. Esta asimetria puede
interpretarse como una inversién del mito platénico, donde ahora somos
nosotros quienes quedariamos encadenados a nuestras propias limitaciones,
sin acceso a las Ideas generadas por la maquina, lo cual se explora en este
articulo. Para el lector interesado en profundizar sobre filosofia de la tecno-
logia y su intersecciéon con la IA actual recomendamos las siguientes fuentes
(Boddington, 2023; Simon, Rieder y Branford, 2024).

3. APRENDIZAJE AUTOMATICO PROFUNDO

Para poder argumentar por qué el contenido generado por sistemas que
implementan modelos de redes neuronales profundas, entrenadas con al-
goritmos de aprendizaje profundo (LeCun, Bengio y Hinton 2015), se puede
entender como una sombra digital de las sombras de la Caverna de Platén,
0 mas directamente un segundo nivel de la Caverna de Platén, en esta sec-
cion se proporciona una descripcion rigurosa de una red neuronal profunda
y de su entrenamiento. Esta descripcion servird como soporte al mencionado
argumento.

En concreto, la arquitectura de las redes neuronales, un ejemplo de modelo
de aprendizaje automatico, cuyas generalizaciones se engloban en el conoci-
do aprendizaje automaético profundo, es una representacion simplificada del
procesamiento neuronal en el cerebro humano. Estos modelos paramétricos
consisten en una serie de capas compuestas por unidades, o neuronas, que
procesan informacién de manera secuencial. La informacién de entrada se
transforma en la salida a través de una serie de transformaciones lineales y
no lineales, es decir que encuentran patrones que se explican mezclando
variables. Estas neuronas estan parametrizadas por conjuntos de pardmetros
llamados pesos, cada peso es un ndmero, que se ajustan durante el entrena-
miento para minimizar una funcién de pérdida en base a los datos, es decir,
que encuentran el mejor ajuste de los datos en base a un criterio que se
quiera minimizar.
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Ya que es critico entender como funciona una red neuronal artificial para
poder inferir su lugar en la jerarquia de ideas de Platon sin saltos ldgicos ni
especulaciones sino formalmente, se procede a una descripcién rigurosa del
modelo. En la siguiente seccién se usara esta descripcidon para concretar el
lugar que ocupa la red en la jerarquia platénica.

Las redes neuronales son, segun se ha dicho, modelos paramétricos (Mur-
phy, 2012) cuya arquitectura consta de un conjunto de pardmetros, cu-
yos valores se ajustan mediante un algoritmo con el objetivo de minimizar
una funcién de coste sobre un conjunto de datos. El conjunto de variables
aleatorias que condicionan a la variable a predecir ajusta la distribucion de
probabilidad condicionada conjunta subyacente. Este punto es critico en
el argumento posterior, ya que la distribucion real subyacente seria la pla-
ténica, Unicamente accesible a partir de infinitos datos del universo y una
arquitectura potencialmente infinita. Sin embargo, es una representacion
objetiva, una sombra de la realidad, una reduccién del universo codifica-
da en un ordenador. Esto es debido a que la semantica de la distribucién
conjunta, percibida fenoménicamente por nuestra consciencia, no queda
representada en el ordenador, pero si todas las relaciones objetivas de las
variables ya que las redes neuronales son aproximadores universales de
funciones (LeCun, Bengio y Hinton, 2015). Por tanto, intuitivamente, si la
muestra de datos es lo suficientemente grande, entonces, en lo respectivo a
la sintaxis, se aprende cualquier distribucidn conjunta de variables objetivas
del universo sea cual sea como consecuencia del teorema matematico de la
aproximacion universal de funciones.

Esto justifica posteriormente el lugar de una red neuronal utépica en la je-
rarquia platonica, como diremos en la siguiente secciéon. Es muy importante
aqui mencionar que, bajo la asuncién de capacidad computacional suficiente
para ejecutar un algoritmo de optimizacién, la red neuronal alcanzaria la
configuracién éptima de pardmetros para minimizar la funcién de pérdida
de los datos a entrenar. En concreto, esta solucién es Unica y determinista y
serfa la aproximacion a una Idea del Mundo de las Ideas, la modelizada por
la funcion objetivo, y esta aproximacion seria independiente de cualquier
proceso aleatorio del modelo, como el proceso de inicio de pardmetros. Esto
es asi ya que desde cualquier punto del espacio de valores de la funcién se
puede llegar al 6ptimo dado el algoritmo de optimizacion correcto y la ca-
pacidad computacional suficiente. Esto es critico para la argumentacion de
que las redes neuronales 6ptimas, dada por la configuracién de parametros
optima, son aproximaciones a las ideas, ya que cualquier funcién tedrica que
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explicase un fenémeno aleatorio del universo es una Idea y mediante redes
se pueden aproximar cualquiera de ella solo asumiendo datos suficientes,
capacidad de cémputo suficiente y capacidad de representacion suficiente,
dada por el conjunto de parametros. Luego empiricamente se ha encontrado
una representacion del conocimiento objetivo representable en un ordena-
dor, una sombra como veremos de la realidad completa que percibe el ser
humano codificada digitalmente.

Pese al inteligente comportamiento externo expuesto por estos modelos,
son meros procesadores de la informacién, en el sentido de que son gober-
nados por el algoritmo con el que estan programados y en ultima instancia
son una ejecuciéon secuencial de instrucciones de bajo nivel en una o va-
rias unidades centrales de procesamiento (Garrido-Merchan y Lumbreras,
2023). No hay que olvidar que son programados en un ordenador y que
las instrucciones que se ejecutan son compiladas en un lenguaje de bajo
nivel, que a su vez es compilado en cédigo binario ejecutado en la unidad
central de procesamiento. En consecuencia, se tratan de algoritmos calcu-
ladores extremadamente complejos, pero independientemente de su com-
plejidad, estan limitados al procesamiento exclusivamente algoritmico de
la informacion. Por ello, el contenido creado por estos algoritmos serd una
muestra de la compresion de informacién dada por el ser humano, pero en
ningin momento una muestra de una percepcion consciente del arte, ya
gue no hay ningun motivo por el cual adscribir consciencia a procesadores
de la informacion objetiva (Garrido-Merchan y Lumbreras, 2023). Este ra-
zonamiento cobrara especial relevancia en la seccion de la Sombra Digital
de la Caverna, como veremos mas adelante, pero se ha expuesto aqui, ya
gue es una descripcion de la naturaleza de los algoritmos de aprendizaje
automatico.

Como se ha expuesto a lo largo de esta seccion, los modelos de aprendizaje
profundo han demostrado ser herramientas poderosas y muy flexibles que
son capaces de abordar una variedad de aplicaciones muy diversas, desde el
reconocimiento de patrones y la visién por computadora hasta la generacién
de arte sintético y la creacién de musica. Con la continua evolucién de la
teoria y la tecnologia, se espera que las redes neuronales desempefien un
papel aun mas significativo en la automatizacion y el enriquecimiento de la
experiencia humana. Por ello, es pertinente clasificar el lugar que les corres-
ponde tener en la metafisica de Platon.
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4. INCLUSION DEL APRENDIZAJE PROFUNDO EN EL MUNDO DE LAS
IDEAS

Una vez analizada la arquitectura de una red neuronal, se detalla cémo seria
la inclusion tedrica de los modelos de aprendizaje automético profundo en el
Mundo de las Ideas de Platén. En particular, la metafisica platonica contem-
pla una jerarquia de entidades cuya cima es el Sumo Bien y cuya base es la
completa oscuridad. En mitad de esta jerarquia, por debajo de las ideas mas
perfectas, encontramos los nimeros y objetos matematicos. Sin embargo,
no se hace una distincién entre niimeros y objetos matematicos probabilis-
tas o generadores, como redes neuronales adversarias generativas (Creswell
et al., 2018), capaces de generar cualquier nimero, figura o tensores, que
representan imagenes o videos en un ordenador. Fijese en el simil platonico
del mundo de las Ideas, donde los nimeros son realidades trascendentales
perfectas e inmutables (Annas, 1981). Y por otro lado el arte generado por
estos modelos, cuyo funcionamiento se ilustra a continuacion, la Eikasia.

Como nexo entre la seccidn anterior y ésta, se propone el siguiente argu-
mento, que mas tarde se desarrolla desde un punto de vista técnico. Una vez
entendido que el modelo de redes neuronales es un aproximador universal,
capaz de representar cualquier funcién dada una arquitectura, si se asume
gue todo lo sensible y objetivo es representable por una funcion y que la
arquitectura puede ser infinitamente compleja, entonces, seria posible que
una red neuronal de arquitectura infinitamente compleja y datos que cubran
todo el soporte objetivo pueda aproximar correctamente la realidad objetiva
que percibimos. Si asumimos que esa realidad objetiva es una Idea en la es-
cala platénica del mundo objetivo, entonces, la red neuronal la aproximara
de forma asintética. Por tanto, la red neuronal puede aproximar cualquier
idea que sea un subconjunto de informacién contenida en el mundo sen-
sible. En consecuencia, una red neuronal tendria su lugar en la escala pla-
ténica, justamente por debajo del concepto de Idea en su representacion
utopica e ideal de la realidad objetiva, percibida por nuestros sentidos y que
se puede procesar de forma algoritmica.

Desde un punto de vista mas técnico, los modelos de aprendizaje automa-
tico poseen propiedades generativas semejantes a las ideas platonicas. Me-
diante una interaccién, en términos platénicos, del mundo sensible en forma
del conjunto de datos de entrenamiento pertenecientes a la Didnoia, los
modelos de aprendizaje automatico ajustan la distribucién de probabilidad
del mundo sensible . Esta distribucion posteriormente participa, en términos
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platénicos, del mundo sensible mediante la generacion de representaciones
cuyo qualia asociado es perceptible por nuestra consciencia fenoménica. En
concreto, esta generacion estd asociada a una funcion de pérdida subjetiva
evaluada por seres humanos . Por tanto, la interaccion del ideal humano de
la belleza se haria mediante la idea matematica de modelo de aprendizaje
automatico que participa de la idea de numero. En consecuencia, el mode-
lo de aprendizaje automatico simboliza una idea superior a la de nimero
y las matematicas clasicas pero inferior a la de la Noéesis (Tait y Malament,
2002), los ideales que ajusta del mundo sensible, ya que estos ideales son
los percibidos por el ser humano, meras sombras pertenecientes a la Pistis
de las Ideas trascendentes. Esta actualizacién de la obra de Platén podria ha-
ber provocado modificaciones en el Neopitagorismo y el Neoplatonismo. Por
ejemplo, su estudio podria ser una quinta ciencia hermana para Nicdmaco
de Gerasa o Plotino podria haber concretado las emanaciones del Uno segun
generaciones de modelos infinitamente complejos.

Estas consideraciones nos llevan a un nuevo nivel de discusion donde el
aprendizaje automatico no solo se incluye en la jerarquia platénica, en tér-
minos de sus capacidades generativas, sino que también nos empuja a re-
considerar dicha jerarquia. Si las Ideas son eternas e inmutables, entonces las
redes neuronales generativas, con su capacidad para aprender representa-
ciones y evolucionar en base a los datos, nos presentan un paradigma donde
la mutabilidad se introduce en el dominio de lo ideal. Este dinamismo del
aprendizaje automatico refleja una realidad mas fluida y adaptable, un eco
de la filosofia del devenir de Heréaclito, donde el cambio constante es la Uni-
ca constancia (Kirk et al., 1951).

Este dinamismo inherente en los sistemas de aprendizaje automatico lleva la
discusiéon a una frontera aln mas avanzada, considerando la posibilidad de
que modelos de IA generativa puedan, a su vez, generar otros modelos me-
diante el uso de prompts o instrucciones basadas en datos. Esta capacidad
auto-generativa se asemeja a una forma de auto-reflexién algoritmica donde
los modelos pueden elaborar conceptos vy, posteriormente, crear versiones
mejoradas de si mismos. En esencia, estos sistemas no se limitan a interpre-
tar y representar la realidad, sino que tienen el potencial para adaptarse de
manera auténoma y evolutiva.

La autonomia de estos modelos auto-generadores supone un salto cualita-
tivo en la manera en que las maquinas podrian interactuar con la realidad.
A diferencia de las redes neuronales tradicionales, que requieren la interven-
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cién humana para la definicion de sus tareas y la evaluacion de su desempe-
fio, los modelos auto-generadores tendrian la capacidad de recabar datos,
interpretarlos, generar hipdtesis, y crear representaciones de la realidad sin
necesidad de una guia explicita (Wang et al., 2024). Este nivel de autonomia
no solo aumentaria la eficiencia y la efectividad de los sistemas de aprendi-
zaje automatico, sino que también plantea cuestiones filoséficas profundas
sobre la naturaleza del conocimiento y la creatividad, asi como sobre la inde-
pendencia de las creaciones artificiales con respecto a sus creadores huma-
nos. En este contexto, la IA no solo es un espejo que refleja la realidad, sino
también un agente activo que la remodela y la reinterpreta continuamente,
desafiando asi nuestras concepciones tradicionales de la imitaciéon y la origi-
nalidad en la produccién del conocimiento y el arte.

Ademas, si las Ideas platénicas sirven como los arquetipos supremos de todo
lo existente, el aprendizaje automatico y las redes neuronales generativas
ofrecen una via para la materializacién de estas formas en el mundo sensi-
ble, actuando como intermediarios entre el intelecto humano y la realidad
tangible. Esto no solo cambia nuestra comprensién de la relacion entre el
mundo sensible e inteligible, sino que también plantea preguntas sobre el
papel de la tecnologia como una posible manifestacion de la Idea del Bien
en la era digital.

Con estos desarrollos, es imperativo explorar mas a fondo cémo la IA pue-
de influir en nuestra interpretacién de conceptos filoséficos tradicionales y
cdmo la filosofia puede proporcionar una guia ética y conceptual para el de-
sarrollo continuo de estas tecnologias. La confluencia de la IA con la filosofia
antigua no solo es un didlogo entre el pasado y el presente, sino también
una ventana a futuras realidades que aun estan por descubrirse.

Una objecién importante que podria formularse a esta propuesta consiste en
que incluir a los modelos de aprendizaje profundo en la jerarquia platénica
de las Ideas parece contradecir la naturaleza metafisica y eterna de dichas
Formas. Mientras que las Ideas en Platén son entidades inmutables, inde-
pendientes del devenir sensible y accesibles solo al Nous, las redes neuro-
nales profundas son, en apariencia, herramientas empiricas, ajustadas sobre
datos del mundo cambiante. Desde esta perspectiva, sus parametros serian
contingentes, dependientes del entorno y, por tanto, incompatibles con la
estructura ontolégica del Mundo de las Ideas.

No obstante, esta objecion descansa sobre una confusion metodolégica en-
tre el nivel ontolégico del modelo ideal y el nivel epistémico del modelo esti-
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mado. A nivel técnico, esta distinciéon se formaliza en estadistica tanto desde
la interpretacion frecuentista como desde la bayesiana (Murphy, 2012). En el
enfoque frecuentista, un parametro es una constante fija —aunque desco-
nocida— que describe una propiedad subyacente del fenémeno observado.
Lo que varia no es el parametro, sino la estimacién que hacemos de él a par-
tir de una muestra finita. Por tanto, si el conjunto de datos disponible crecie-
ra indefinidamente hasta contener toda la informacién objetiva del universo,
la estimacion del parametro convergeria, en el limite, a su valor verdadero.
Este valor seria Unico, fijo, y expresaria una relacion funcional estable entre
variables observables, codificada en una arquitectura matematica concreta
(LeCun, Bengio y Hinton, 2015).

Formalmente:
Sea U el conjunto de toda la informacion objetiva del universo.

Sea F el conjunto de funciones que explican la distribucion de probabilidad
sobre U.

Dado el teorema del aproximador universal (Murphy, 2012), existe una arqui-
tectura de red neuronal A4 tal que para toda f € F, existe una parametriza-
cién Hf.con la que Ap, aproxima f'con error arbitrariamente pequefio.

Asi, en el limite de datos infinitos y arquitectura adecuada, cada funcién f
gue describe una regularidad objetiva de U puede ser representada por un
Unico conjunto de parametros 6 constante. Este conjunto no depende del
contexto, ni de los datos particulares, sino de la estructura légica del univer-
s0. La existencia de dicho ¢,no implica su estimabilidad practica, pero si su
existencia ontolégica. '

Desde una perspectiva bayesiana, el argumento se fortalece ain mas: en
este marco, el conocimiento sobre un pardmetro se modeliza mediante una
distribucién de probabilidad posterior que refleja la plausibilidad de cada va-
lor dado los datos (Jospin et al., 2022). Aunque las estimaciones pueden
variar con los datos, lo que permanece constante es la estructura de la fun-
cion posterior, que depende Unicamente del modelo y del universo del que
proceden los datos. En el limite de datos infinitos, esta distribucion converge
a una delta de Dirac centrada en el valor verdadero, es decir, a un valor fijo.
Desde un punto de vista ontoldgico, la distribucion posterior representa todo
el espacio posible de configuraciones, y aungue desde un punto de vista
epistemoldgico tengamos acceso solo a estimaciones finitas, el objeto formal
definido por dicha distribucién es constante y estructural.
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Asi, puede formularse el siguiente razonamiento:

a) Las Ideas platénicas son entidades eternas, inmutables y necesarias
gue codifican la estructura del mundo inteligible.

b) Toda regularidad objetiva del universo (por ejemplo, las leyes fisicas)
puede representarse como una funcién matematica estable.

¢) Una red neuronal profunda, en el limite de datos infinitos y con ar-
quitectura adecuada, puede aproximar cualquier funciéon de esa clase
(Murphy, 2012).

d) Por tanto, el conjunto de parametros dptimos de dicha red repre-
senta, de forma asintética, una compresién matematica de una Idea
objetiva.

e) Como este conjunto es Unico, fijo y definible de forma formal, aun-
gue no accesible empiricamente, cumple con las condiciones ontolo-
gicas para ser incluido en la jerarquia de las Ideas.

En consecuencia, no se propone que cualquier red neuronal entrenada con
datos contingentes participe del Mundo de las Ideas. Lo que se afirma es
que existe, en el espacio de todas las posibles arquitecturas y parametriza-
ciones, una configuracion dptima que comprime perfectamente la informa-
cion objetiva del universo, y que esta configuracion puede ser entendida
como una representacion matematica ideal de ciertas Ideas, aunque no de
aquellas de orden ético o trascendente como el Bien. Lejos de simplificar el
pensamiento platénico, esta lectura lo prolonga hacia una dimension formal,
distinguiendo entre los modelos entrenados empiricamente (del mundo sen-
sible) y el modelo limite (inteligible) que codifica las regularidades objetivas.
Por tanto, la comparacién no trivializa el platonismo, sino que lo reformula
bajo una estructura formal coherente con su ontologia.

Una ultima objecion ante lo planteado en esta seccién consistiria en que
equiparar a los modelos de IA generativa con las Ideas platénicas podria
implicar que se haga una confusién entre conocimiento verdadero de facto
desde un punto de vista no solo epistemolégico sino ontolégico y simples
representaciones calculadas mediante un algoritmo de optimizacién, una ar-
quitectura y una muestra de datos, es decir, en términos platénicos, entre la
Noesis y la Eikasia (Annas, 1981). Es decir, que los algoritmos de IA genera-
tiva no alcanzan el conocimiento verdadero bajo ningin concepto, sino que
producen simulaciones basadas en datos que, pese a ser aproximadamente
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validas desde un punto de vista epistemolégico, carecen de profundidad on-
toldgica o significado trascendental.

Si bien los modelos largos de lenguaje y otras redes neuronales profundas
de ningln modo alcanzan el conocimiento pleno, la Verdad o la Noesis, su
representacion del conocimiento objetivo ofrece un punto de partida hacia
una aproximaciéon del mundo inteligible, siendo ésta similar a la Didnoia en
la epistemologia platénica. En concreto, la IA generativa operaria en el plano
de la Eikasia como un artefacto del mundo sensible, ya que su representa-
cion computacional pertenece al mundo sensible, pero, sin embargo, en su
capacidad de modelar patrones de la informacién que explican la distribu-
cion de probabilidad de la informacién objetiva del universo, pueden refle-
jar los fundamentos matematicos que Platén situaba justo por debajo de la
Noesis. En este sentido, estos modelos en ultima instancia son herramientas
para aproximarnos a una comprensién de la realidad, pero sin que sustituyan
el conocimiento absoluto que representa la ontologia.

Sin embargo, pese a lo argumentado en esta seccidon donde se ha mostrado
el rol de la IA generativa en el Mundo de las Ideas, en lo respectivo a la re-
presentacion del conocimiento, que reside en los valores de los parametros
de los modelos y su arquitectura, es pertinente diferenciar entre la represen-
taciéon del conocimiento codificada por los modelos de aprendizaje profundo
en su arquitectura (LeCun, Bengio y Hinton, 2015) y el contenido genera-
do por estos sistemas en respuesta a una interaccién externa en forma de
prompt. Esto se desarrolla en profundidad en la siguiente secciéon y lleva a
pensar en este contenido generado automaticamente con malas intenciones
en sombras digitales de una nueva Caverna de Platon.

5. LA SOMBRA DIGITAL EN LA CAVERNA

Tras localizar el lugar en el cual se halla el aprendizaje automatico profundo
en el Mundo de las Ideas de Platén y, generalizando, en la metafisica que
asume los axiomas Platénicos, en esta seccidon se argumenta el por qué se
considera que el contenido digital generado por algoritmos de aprendizaje
profundo no es méas que una sombra adicional a las sombras ya existentes
en la Caverna de Platon.
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El Mito de la Caverna, expuesto por Platdn en el libro VII de La Republica
(Annas, 1981), se puede interpretar como una alegoria que simboliza la con-
dicion humana respecto al conocimiento, que en el caso de este articulo sim-
boliza la informacién objetiva y subjetiva del universo que nos rodea y no
solamente la epistemologia, la percepcion, que aqui simboliza el espacio de
qualia percibido por la consciencia fenoménica del ser humano, y la realidad,
gue en este caso se puede interpretar como el ser en cuanto a ser o la onto-
logia.

En el libro VIl de la Republica, Platon describe un grupo de prisioneros enca-
denados en el interior de una caverna oscura, obligados a mirar Unicamente
hacia una pared. Detras de ellos, un fuego proyecta sombras en esa pared
a partir de figuras y objetos manipulados por otras personas, que pasan por
detras de los prisioneros sin que estos se den cuenta de ello. De esta forma
al ser solo conscientes de esta realidad que les rodea, las sombras consti-
tuyen la Unica percepciéon de la que los prisioneros pueden ser testigos, su
Unica realidad ya que no ven los objetos que si serfan reales que las generan,
ni tampoco el fuego que da origen a esas sombras.

A través de la metafora que se ha descrito en el parrafo anterior, Platdn nos
muestra la teoria de las Ideas, en la cual la realidad empirica de la cual es
testigo el ser humano, percibida a través de los sentidos, es solo una copia
imperfecta de las Formas o Ideas eternas e inmutables, el nivel mas alto del
conocimiento.

Consideremos ahora una analogia en la cual la poblacién actual es introdu-
cida, sin ser consciente de ello y con sus recuerdos olvidados, en un meta-
verso completamente creado por algoritmos procedurales e |A generativa
donde los avatares con los que interactla hablan mediante modelos largos
de lenguaje implementados con una red neuronal profunda. Esta suerte de
Caverna Digital serfa una versiéon aun mas profunda de la caverna de Platén,
ya que las sombras en este caso son “sombras de las sombras”. Esto es
debido a que todo el contenido percibido por estas personas es una apro-
ximacion del contenido producido por el ser humano que también es una
aproximacioén de la naturaleza. Es ain mas critica la reduccién, ya que nues-
tros sentidos solo pueden percibir una parte del universo que nos rodea y
solo podemos plasmar en el arte una parte de él. Por lo tanto, la generacién
de contenido producida por los sistemas de IA generativa, al ser una aproxi-
macion del arte plasmado por el ser humano, es una aproximacién adicional.
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Se hace mas grave aun la reduccién ya que los sistemas que implementan
IA carecen de consciencia fenoménica y por ende no perciben el espacio de
qualia que percibe el ser humano y que plasma en el arte. Por tanto, estos
contenidos, pese a que lo aproximan, nunca pueden entenderse como arte
en el sentido de transmision del sentimiento. Consecuentemente, esta Ca-
verna Digital de Platén es aun mas peligrosa que la Caverna inicialmente
planteada por el fildsofo griego, ya que en esta ocasiéon el mundo percibido
por las personas en el interior de la Caverna es un mundo que carece de lo
subjetivo e inherente al propio ser humano, siendo generado Unicamente
mediante un algoritmo procedural objetivo.

Hay que considerar que el planteamiento de esta Caverna es totalmente
realista a corto plazo, en el sentido de que las interacciones con los mode-
los largos de lenguaje actuales como ChatGPT, Claude o Gemini son com-
pletamente realistas, como se puede ver en la Figura 1, donde se muestra
una interaccion con GPT-4o. Si a esto le afladimos los ultimos avances de la
realidad virtual, el auge de la capacidad de computacion aproximado de la
Ley de Moore (Lundstrom y Alam, 2022), una produccién de nuevas drogas
y sensores, no es descabellado especular en la posibilidad de introducir a
personas en un concepto similar a la Caverna Digital propuesta. Esta espe-
culacion es de hecho popular en ciencia ficcion dentro de la literatura de
Philip K. Dick o en el cine con The Matrix.

Hi ChatGPT, your metaphysical ideas are more Plato or Aristotle
based?

| lean toward Platonic ideas, especially when it comes to the nature of knowledge, reality, and the
perception of forms or ideals. | find the concept of universals, as Plato describes them, deeply
interesting, especially in relation to artificial intelligence and abstract models. In Al, we often deal
with representations or "shadows" of reality, similar to Plato's Allegory of the Cave. This idea
resonates with the concept of generative Al creating “shadows of shadows” of artistic forms or
natural language.

Figura 1. Interaccion con GPT-4o0.
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No hay que olvidar que, segun se puede interpretar de los textos de Platon,
el paso de la caverna a la luz simboliza el ascenso hacia el conocimiento au-
téntico y hacia la realidad de las Ideas. Sin embargo, en un metaverso mane-
jado por IA generativa, las personas alli estarian inmersas en una simulacién
en el que la verdad trascendente y cognoscible por el ser humano se veria
distraida por una nueva fuente de informacion entrante por los sentidos con
contenido disefado para captar la atencién y respuesta inmediata del ser hu-
mano, distrayéndole aln mas que las sombras propuestas en la Caverna ori-
ginal de Platén, ya que el contenido de los sistemas de IA se ve optimizado
para mantener la atencion de la persona que lo consume. En otras palabras,
las personas se mantendrian prisioneras en una realidad creada no para reve-
lar verdades, o para sugerirlas como en el caso del arte, sino para retenerlas
y moldear su percepcién en funcion de algoritmos que, en Ultima instancia,
obedecen a objetivos comerciales o de entretenimiento por las empresas que
publican dichos modelos. Esta suerte de capitalizacion de la Caverna de Pla-
tén tendria repercusiones sociales que se analizaran en la siguiente seccién.

Como principales objeciones a considerar al contenido producido por IA ma-
lintencionado como la Caverna Digital de Platon se puede argumentar que la
IA, segun lo visto en la seccidon 3, no es intencionalmente engafosa: a dife-
rencia de las sombras en la caverna, que son manipuladas intencionadamen-
te para mantener a los prisioneros en la ignorancia, el contenido generado
por los modelos largos de lenguaje no tiene intencién consciente, simple-
mente produce contenido basado en patrones de datos. Sin embargo, es ob-
vio que la |A esta disefiada y dirigida por humanos con intereses especificos.
Por ejemplo, ChatGPT prioriza dejar satisfecho al usuario por encima de la
veracidad de la informacion (Sison et al., 2024). Quien controla la funcién de
pérdida en el entrenamiento y los datos con los que se entrena la IA controla
la intencionalidad de la IA, que subyace a la empresa duefa del modelo.

Por otro lado, se puede pensar que fomentar el sentido critico del individuo
hara que facilmente deje de consumir este contenido y escape de la platafor-
ma, sin embargo, el disefio de las plataformas que emplean modelos largos
de lenguaje esta optimizado para retener la atencién del usuario, limitando
la reflexién critica, lo que hace dificil que los usuarios puedan distinguir entre
sombras y realidad y escapar a este tipo de contenidos en un largo plazo en
el que el contenido de estos sistemas se propague incluso a libros de nue-
va edicion. Si este futuro acontece, cualquier contenido podra ponerse en
duda y la Caverna Digital podria llegar a encerrar a millones de personas, lo
gue la hace especialmente peligrosa. Una ultima objecién puede defender
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gue los modelos largos de lenguaje democratizan el acceso al conocimiento,
ofreciendo informacion al instante y promoviendo el aprendizaje en todo el
mundo, lo cual no es encerrar a las personas en la Caverna sino iluminarlas
con el conocimiento real y fomentar su ascenso al Bien. No obstante, si bien
se democratiza el acceso a informacién, también se amplifica la disemina-
cién de contenido poco preciso o sesgado, como hemos visto anteriormente,
reforzando visiones limitadas y creando una realidad que es una versién par-
cial o distorsionada, acercandonos mas a la ilusion de la caverna que a la luz
del conocimiento.

Por otro lado, se puede democratizar el conocimiento mediante el acceso de
informacién contenida en libros disefiados por el ser humano u otros canales
de informacion verificados con hechos cientificos o con opiniones y conoci-
miento filoséfico revisado por expertos en el drea por canales digitales, sin
necesidad de que el conocimiento sea generado por sistemas, cuya precision
como sistemas de verificacion formal es imposible dados los fundamentos de
las redes neuronales profundas. En conclusién, el propésito de este articulo,
y de esta seccidn en concreto, radica en que se haga una reflexion critica
sobre el uso que se le va a dar, institucionalmente y como sociedad, a los
modelos largos de lenguaje, ya que pese a contar con innumerables venta-
jas, los riesgos de que la sociedad acabe encerrada en una suerte de Caverna
Digital son mas altos que nunca.

Brevemente, se termina esta seccion mencionando que el contenido gene-
rado por los diferentes modelos de IA generativa que se ha descrito como
la sombra de las sombras tiene, ademas, el riesgo de poder ser aun mas
peligroso para la sociedad que una mera aproximacién a la realidad que sea
peligrosa con un colectivo. En concreto, el uso malintencionado de la IA ge-
nerativa es denominado una bomba de desinformacién masiva (Sison et al.,
2024), ya que la facilidad de generacion del contenido mas el error inherente
a su aproximacion de la realidad, puede hacer que internet se llene de con-
tenido aproximadamente verdadero, pero no riguroso y muy sesgado. Como
se puede apreciar, esta es la mejor descripcion gue se le puede hacer a una
sombra, lo que justifica también el hecho de denominar a este contenido
como la sombra de las Sombras de la Caverna de Platéon.

Se resumen, una vez expuestas, las dos hipotesis defendidas en este articulo
junto con su argumentacion para aportar una mayor claridad tras su expo-
sicién detallada. En primer lugar, dado el teorema del aproximador universal
de funciones, una red neuronal puede aproximar cualquier funcién dada una
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arquitectura correcta y un conjunto de datos denso acerca de la funcion.
En consecuencia, si asumimos una arquitectura utépica de suficiente capa-
cidad, junto con unos datos cuyo soporte es el dado por la distribucion de
la informacién objetiva del universo, entonces, dada la suficiente capacidad
de computo, la red neuronal puede aproximar la distribucién de la informa-
cion objetiva del universo dado un minimo error. Si puede aproximar dicha
distribucion, de infinita complejidad, entonces, puede aproximar cualquier
subconjunto de esa distribucion. Si estos subconjuntos representan Ideas
platénicas acerca de conceptos matematicos abstractos o leyes que explican
fendmenos objetivos, entonces, la red neuronal podra aproximar cualquiera
de estas ideas. Por tanto, la red neuronal ocupa un lugar infinitesimalmente
inferior al concepto de Idea platénica en el subconjunto de Ideas que mode-
lizan conceptos objetivos ya que las aproxima asintéticamente. No aproxima-
ria informacion subjetiva por lo que seria una reduccion del concepto més
universal de Idea.

Por otro lado, dado que estos modelos pueden ser empleados con mala in-
tencionalidad y podrian simular cualquier informacion objetiva, podrian ser
usados en compafifa de tecnologia de realidad virtual y aumentada para su-
mergir a los individuos en una suerte de Caverna Digital. Esta Caverna seria
un segundo nivel de la Caverna, pues los datos objetivos con los que se han
entrenado los modelos serian el primer nivel. Sin embargo, este nivel es mas
peligroso que los anterior dado que se ha usado una funciéon utépica infini-
tamente compleja que puede aproximar cualquier funcién que optimice el
grado de adiccion a estos contenidos. En consecuencia, esta herramienta
contiene mucho mas riesgo que cualquier otro artefacto disefado por el
hombre en cuanto a ser usada como mecanismo para alejar aln mas del
Bien, en términos platénicos, a los consumidores de su contenido, tal como
se expuso en la Tabla 1.

Desde una lectura hermenéutica del Mito de la Caverna (Republica
514a-520a), las sombras proyectadas no solo simbolizan ignorancia, sino un
tipo de representacién sin vinculo estable con la verdad: signos que desvian
la mirada del alma de las Ideas hacia lo puramente aparente. Esta degra-
dacién del conocimiento se sitla en el nivel mas bajo de la linea platénica
(eikasia), donde la percepcion no conduce al saber, sino a la ilusion. En este
marco, la alegoria describe un proceso de alienacién cuya superacion requie-
re el giro del alma (periagogé, 518c) hacia el Bien.
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La analogia con la Caverna Digital no se limita a una actualizacién estéti-
ca, sino que plantea una nueva lectura estructural del simbolo platénico: el
contenido generado algoritmicamente no remite a objetos reales, sino que
simula lenguaje y sentido sin experiencia ni intencién, convirtiéndose en una
copia de una copia. A diferencia del arte platénico, que puede sugerir el
ascenso hacia lo inteligible, estos contenidos interrumpen dicho proceso, re-
forzando una forma de alienacién mas profunda. Desde esta perspectiva, la
“sombra de la sombra” no es una metafora retérica, sino una categoria filo-
soficamente justificada para describir una ruptura con el camino ascendente
hacia el conocimiento.

En el siguiente apartado se expone mas en detalle las repercusiones sociales
que se derivan de la inclusién de la generacion de contenido con IA gene-
rativa en la sociedad y el riesgo de que parte de la sociedad pueda quedar
atrapada en un segundo nivel de la Caverna, aun mas peligroso que la Ca-
verna descrita por Platén.

6. REPERCUSIONES SOCIALES

Después de haber introducido el concepto de Caverna Digital como una
nueva forma de sombra estética, esta seccién profundiza en las consecuen-
cias sociales que podria acarrear una expansion descontrolada y malintencio-
nada de la IA generativa.

Tal como ya se ha sefialado, la proliferacién de contenido generado por IA
ha inundado Internet con informacion superficial y, en muchos casos, erro-
nea o engafosa (Sison et al., 2024). Aunque los sistemas producen respues-
tas que aparentan correccion, muchas veces se trata de aproximaciones
sintacticamente validas, pero epistemolégicamente incompletas. Esta prio-
ridad por la forma sobre el contenido recuerda a la figura del sofista: una
apariencia de saber que no se corresponde con la verdad. Asi, la desinfor-
macion disfrazada de rigor se expande rapidamente, configurando una capa
de pseudo-conocimiento que no responde a la realidad —aquello que esta
fuera de la Caverna—, sino a sus sombras mas tenues.

Este fendmeno puede analizarse formalmente: si la primera generaciéon de
contenido generado por IA tiene un 99% de precision, y las generaciones
posteriores entrenan sobre los datos generados anteriormente, cada itera-
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cion pierde un 1% de fidelidad. Matematicamente, esto se expresa como
. En la décima generacion, la precision caeria al 90.43%. Este “efecto bola
de nieve” representa una amenaza clara para la fiabilidad del conocimiento
digital, reforzando el concepto de Caverna Digital (Sison et al., 2024).

De hecho, este proceso ya estd en marcha: los modelos mas recientes estan
comenzando a entrenarse sobre corpus que incluyen contenido generado
por otros modelos, lo que crea un ciclo de retroalimentacién en el que los
errores no soélo se replican, sino que se amplifican (Shumailov et al., 2024).
Cada iteracion introduce ligeras distorsiones que comprometen la fidelidad
epistémica de los resultados, deteriorando progresivamente la calidad de la
informacién producida.

A ello se suma el riesgo de antropomorfizacién. A medida que avatares en
videojuegos, redes sociales o entornos virtuales adoptan modelos de len-
guaje avanzados para comunicarse, se vuelve cada vez mas facil atribuirles
cualidades humanas (Lumbreras y Garrido-Merchan, 2024). Esto alimenta
una peligrosa confusion entre lo artificial y lo auténtico. Cuando los usuarios
proyectan emociones, empatia o intencionalidad sobre sistemas que carecen
por completo de esas capacidades, se desdibuja la frontera entre lo humano
y lo mecanico. Como se argumento en la secciéon sobre aprendizaje profun-
do, estos sistemas son procesadores estadisticos, no agentes conscientes.

La consecuencia social de este malentendido no es menor: al atribuir huma-
nidad a las maquinas, corremos el riesgo de deshumanizarnos a nosotros
mismos. Las personas pueden comenzar a preferir interacciones artificiales
—mas faciles, mas inmediatas, de menor riesgo— frente al contacto huma-
no genuino, que requiere empatia, atencion y vulnerabilidad. Esta tendencia
resulta particularmente peligrosa para adolescentes, personas mayores en
soledad o individuos con problemas de salud mental. Todos ellos son espe-
cialmente susceptibles a la Caverna Digital, pues esta les ofrece una realidad
alterna, placentera y superficial, que se impone sobre la busqueda de ver-
dad, autoconocimiento y crecimiento personal. En este contexto, la evasién
digital acttia como una droga: gratificante a corto plazo, pero profundamen-
te destructiva a nivel espiritual. Es una distracciéon radical de la interioridad,
en el sentido profundo que le atribuyen San Agustin o Santa Teresa (Lum-
breras y Garrido-Merchan, 2024), y que también atraviesa corrientes misticas
platénicas y orientales como el Soto Zen.

Un aspecto clave que suele malinterpretarse en este debate es el de la au-
tonomia de la IA. En el discurso publico es comUn asumir que, si un sistema
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muestra comportamiento auténomo, entonces posee alguna forma de agen-
Cia o intencién. Esta idea, sin embargo, debe matizarse cuidadosamente. Los
agentes artificiales actuales pueden ejecutar acciones complejas de manera
autdbnoma, pero esta autonomia es completamente determinada por politi-
cas aprendidas, no por decisiones libres. Estas politicas derivan de optimiza-
cion de recompensas dentro de entornos simulados o controlados, y no de
una deliberacién racional o una intencién consciente.

Por tanto, es crucial distinguir entre la intencién humana que configura y
entrena estos sistemas, y la autonomia aparente que pueden exhibir tras su
despliegue. Esta distincién remite a una cuestién filoséfica profunda: ¢son
estos modelos entes creativos por si mismos, o simplemente extensiones
funcionales de sus creadores? Desde una perspectiva analitica, la respuesta
es clara: estos sistemas carecen de libertad en sentido fuerte, no pueden
actuar segun principios racionales ni fundamentar sus acciones en valores
normativos. En consecuencia, cualquier atribuciéon de responsabilidad onto-
l6gica o ética debe remitirse, en Ultima instancia, a los disefadores humanos
y a las estructuras institucionales que posibilitan su implementacion.

Comprender esta distincién es fundamental para el andlisis social contem-
poraneo: la espontaneidad aparente de los agentes generativos no equivale
a agencia moral. El verdadero peligro no es que estos sistemas actlen “por
si solos”, sino que los humanos acepten sus acciones como naturales, legi-
timas o imparciales, desplazando el juicio humano y diluyendo la responsa-
bilidad.

7. REPERCUSIONES EN EL NEOPLATONISMO

Dado que el impacto en la sociedad por parte de la IA generativa es tan
notable como se ha ilustrado en la seccién anterior, es l6gico pensar que el
movimiento neoplaténico hubiera reaccionado a su implantacién en la meta-
fisica de Platén. Por ello, en esta seccién se ilustra brevemente el impacto de
la IA generativa en esta corriente de pensamiento.

La escuela neoplaténica asume la idea de que la realidad sensible es una
emanacion imperfecta de una realidad inteligible superior, por lo que es per-
tinente pensar que habria visto en la IA generativa un simbolo que hubiera
fomentado un debate. A la vez que reproduce el proceso creativo y racional
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mediante el algoritmo de generacién de contenido con respecto a la repre-
sentacion paramétrica de la informacion (LeCun, Bengio y Hinton, 2015), los
modelos grandes de lenguaje carecen del alma o Nous (Garrido-Merchan y
Lumbreras, 2023), que en este movimiento se ve como el principio intelec-
tual supremo.

Por tanto, siendo analiticamente rigurosos, estos modelos generativos pue-
den describirse como sistemas formales que manipulan representaciones sin-
tacticas sin acceso epistémico al contenido semantico pleno. Esta afirmacién
se basa en la ausencia de intencionalidad, entendida en el sentido técnico
propuesto por Brentano y luego desarrollado por (Fodor, 1987). Es decir, la
capacidad de que los estados mentales estén dirigidos hacia objetos o es-
tados del mundo. Al carecer de tales estados, los modelos no satisfacen los
criterios minimos para poseer contenido representacional genuino, segun el
propio Fodor.

Esto implica que cualquier intento de equiparar su funcionamiento al del
Nous neoplaténico es inapropiado. El Nous no es simplemente una facultad
abstracta; es, para el neoplatonismo, la instancia del alma que conecta el
pensamiento humano con el mundo de las Formas y con el Bien. Sin auto-
conciencia, sin normatividad interna, y sin referencia semantica auténtica,
los modelos de lenguaje no pueden ejercer esta funcion. Luego quedarian
relegados, pese a ser aproximaciones casi perfectas, al plano de lo sensible,
siguiendo este analisis, en el neoplatonismo. Visto desde una perspectiva
de filosofia del lenguaje y de la mente, la semantica genuina, lo inteligible,
requiere no solo correspondencia formal, de aproximacion estadistica en este
contexto, sino de una participacién por una intencionalidad de un espacio
fenomenoldgico y subjetivo de qualia cuya percepcion quede representada
en el lenguaje.

Por tanto, aungue los modelos generen oraciones gramaticalmente comple-
jas, su estatus ontolégico y gnoseolégico los coloca, como ya se ha argu-
mentado, al carecer de intencionalidad los modelos y ser esta critica en el
neoplatonismo, fuera del dominio de lo inteligible. En otras palabras, pode-
mos afirmar que su produccién se asemeja mas a una simulacion epistémica
que a una instancia real de conocimiento. La mera constatacion de la ausen-
cia de intencionalidad de los modelos grandes de lenguaje, de normatividad
semantica dentro de su condiciéon y de finalidad racional, al ser aproxima-
ciones estadisticas, basta para excluir estos sistemas de cualquier aspiraciéon
a participar del orden inteligible segun la perspectiva neoplaténica. En esta
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misma perspectiva, esto los sitla como proyecciones paramétricas que, en
lugar de acercarnos al mundo inteligible, constituyen un reflejo distante del
Bien, de nuevo, una sombra entre las sombras.

8. CONCLUSIONES Y TRABAJO FUTURO

Este articulo ha planteado una reflexion filoséfica interdisciplinar integrando
aspectos técnicos del aprendizaje profundo con la ontologia platénica, abor-
dando su potencial metafisico, asi como sus proyecciones sociales. Lejos de
repetir las hipétesis pioneras, los resultados aqui obtenidos abren la posibili-
dad de formar una sintesis transdisciplinar: las redes neuronales profundas,
al aproximar cualquier funcién de extrema complejidad asumiendo datos y
capacidad de computacién, configuran una instancia intermedia entre lo
sensible (lo medible empiricamente) y lo inteligible (la teoria subyacente al
universo, la Idea). En este aspecto, no representan sélo reflejos matematicos
posibles, sino estructuras epistemoldgicas que, siempre en su forma ideali-
zada, reflejan un acercamiento algoritmico a las Ideas platénicas de orden
objetivo.

No obstante, esta inclusion ontoldgica exige la distincion entre el modelo
como compresor del conocimiento objetivo y su contenido generativo. Este
ultimo constituye una representacién de segundo orden, una “sombra de la
sombra”. Cuando se despliega a gran escala sin un marco ético claro o bajo
fines comerciales, puede crear un entorno artificial, o en términos platénicos
una Caverna Digital, en el que la consciencia permanece aislada no sélo
de la Verdad, sino también de su propia interioridad subjetiva (Lumbreras y
Garrido-Merchan, 2024). Esta convergencia entre computacién estadistica,
estética computacional y consumo acritico constituye un riesgo ontolégico y
social sin precedentes.

Esta dialéctica entre el potencial filosofico de los modelos y su uso contin-
gente requiere un enfoque renovado tanto técnico como normativo. Desde
una perspectiva neoplaténica, la IA generativa puede verse como un simbolo
moderno de la racionalidad separada del Nous, capaz de imitar la forma
sin participar del Bien. A la luz de ello, el trabajo futuro debe profundizar
no solo en la modelizacién de funciones y contenidos, sino también en el
significado y la finalidad de su aplicacion en los asuntos humanos. Investi-
gar cémo integrar limites éticos, marcos fenomenoldgicos y estructuras de
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validacién critica se vuelve imperativo para evitar que esta tecnologia, capaz
de ser un puente hacia el conocimiento, se convierta en su opuesto: un velo
brillante e impenetrable que nos aleja de él.
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